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Abstract—A multi-model multi-input machine learning system
(MLS) is an architectural approach to improve the reliability of
the MLS output by using multiple models and multiple sensor
inputs. While the errors in MLS output can be reduced by
redundancy with diversity, the performance overhead/gain caused
by the employed architecture may also be concerned in safety-
critical applications such as a self-driving car. In this paper, we
proposed queueing models for analyzing a multi-model multi-
input MLS performance in two architectures, namely a parallel
MLS and a shared MLS. The parallel MLS architecture runs two
different machine learning models in parallel, while the shared
MLS architecture runs a single machine learning model but
uses two different sensor inputs. We model the behavior of the
parallel MLS by a quasi-birth-death process. On the other hand,
we model dynamics of the shared MLS as a continuous-time
Markov chain of GI/M/1 type. The numerical experiments on the
proposed models show that the parallel MLS generally achieves
better throughput performance than the shared MLS under the
same parameter settings. We also show that the throughput
performance of the shared MLS can be improved when the input
data arrival rates are sufficiently high.

Index Terms—machine learning, throughput, performance,
queueing model, redundant architecture

I. INTRODUCTION

Dependability of machine learning systems (MLSs) is be-
coming a fundamental challenge in safety-critical systems
such as self-driving cars and autonomous robots. Prediction
accuracies of machine learning models have been consider-
ably improved recently due to advances in machine learning
algorithms and computing systems. However, outputs from
machine learning models are still far from perfect in use cases
because the input data encountered in the operation is not the
same as the samples in the training data set. The robustness
of machine learning models has been extensively studied for
protecting the model from adversarial examples [1], [2], [6].
Numerous testing methods for machine learning models are
presented recently [7]-[9]. Validating the input data during
the operation can also help reduce errors causing corner cases
[10]. Nevertheless, none of the existing methods solely provide
a complete solution to remove MLS output errors. Since it is
not realistic to assume that MLS never outputs errors, we still
need diverse efforts to improve the reliability of MLS outputs.

A multi-model multi-input MLS considered in this paper
is an architecture approach to reduce error outputs by em-
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ploying multi-version machine learning models and multiple
inputs to determine the final output. Similar architectures have
been presented in recent studies [3], [12]. The reliability
gain achieved by N-version machine learning architectures
are studied analytically [3], [13] as well as experimentally
[11], [12], [14]. Although the existing studies on N-version
architecture mainly focus on reliability improvement, none
of the work addresses the performance overhead that must
be concerned with real-world applications. For example, the
delay of image recognition outputs in a self-driving car may
cause a catastrophic consequence. If the system employs the
N-version architecture, the additional performance overhead
caused by multi-model or multi-input should be taken into
consideration.

In this paper, we propose queueing models for a multi-
model multi-input MLS. We consider two types of archi-
tectures, namely the parallel MLS and the shared MLS. In
the parallel MLS, machine learning models process the input
data from multiple data sources in parallel and determine the
final output by voting mechanism in a comparison unit. This
architecture is efficient when input data frequencies are high,
while it may consume a high amount of resource. On the other
hand, the shared MLS only uses a single machine learning
model which receives the data from different sources and
determines the final output by comparing the prediction results
for different sources. The method can improve the output
reliability by leveraging the input data diversity [3], while the
machine learning model can be the performance bottleneck
when data arrival frequencies are high. Both the architec-
tures have their advantages and disadvantages. The objective
of our study is to quantitatively analyze the performance
characteristics of two different architectures for N-version
machine learning systems. To this end, we focus on simple
two-version architectures in which the system can use at most
two different machine learning models and two data sources.
We model the parallel MLS as a quasi-birth-death process that
can incorporate different data arrival rates, different processing
rates, and a voting process. On the other hand, we show
that the performance of the shared MLS can be analyzed
using a continuous-time Markov chain of GI/M/1 type whose
stationary distribution can be derived algorithmically.

The rest of the paper is organized as follows. Section



II' explains the queueing models for a parallel MLS and a
shared MLS. Section I details the analysis of the proposed
models. Section IV introduces the performance measures.
Section V shows the numerical examples. Section VI discusses
the reliabilities of the multi-model multi-input MLSs. Finally,
Section VI concludes the paper.

II. QUEUEING MODEL

In this section, we describe in detail two queueing models
for the parallel MLS and the shared MLS, respectively. In
the following description, we refer to the input data from the
primary sensor as type 1 jobs and those from the secondary
sensor as type 2 jobs. Furthermore, a module refers to a
software which deploys a machine learning model.

A. Parallel MLS

In this section, we describe a queueing model for the parallel
MLS. Jobs of type 1 arrive at the system according to the
Poisson process with rate A;. Upon arrival of a type 1 job, if
module 1 is free, the job is processed immediately, otherwise
it waits in the queue of module 1. Jobs of type 2 also arrive at
module 2 according to the Poisson process with rate Ay and
are processed with the same manner. The processing times of
module 1 and module 2 follow the exponential distributions
with mean 1/p; and 1/pus, respectively. The special feature
of our model is that upon service completion, the module
stops processing in cases: 1) there is not a completed job
in the other module, 2) the comparison unit is not idle yet.
When the processing of two jobs in the two modules are
completed and the comparison unit is idle, these two jobs are
forwarded to the comparison unit. The comparison completes
in an exponentially distributed time with mean 1/u and after
that the comparison unit becomes free. The schematic of the
model is shown in Figure 1. For the sake of the analysis,
the maximum allowable amount of Type 2 jobs in the parallel
MLS is set to K > 0, but it should be large enough to represent
the actual system.

Buffer  pfodule 1

;{1 H1

O : Type 1 jobs
. : Type 2 jobs

Buffer (Upto K — 2)

Fig. 1. The queueing model for the parallel MLS with two modules.

In order to analyze the above model, we set necessary
assumptions. We assume that the arrival intervals of jobs and
the processing times of modules and the comparison times are
independent of each other. The order of services is assumed to

be first-come, first-served. Next, we define the necessary ran-
dom variables for the analysis of this model. We define Spy :=
{O, 1, ceny K}, SPstute = {0, 1},NQ =NU {O}, S; := Spy X
Spstate X SPstate X Spstate X Ng. We define the number of jobs
of type 2 in the system by Nx(t) € Spa, the states of module
processing of type 1 and type 2 and comparison processing are
N1 (t), Nima(t), Nei(t) € Spstate; and the number of jobs of
type 1 in the system is N(t) € Ny. Note that for the state of
module 1, 2 and the comparison unit, 0 means the module is
free and 1 means the module is processing. Finally, we define
Xp(t) == (N(t), Na(t), Nm1(t), Nma(t), Nea(t)). Since S}
includes states that X p(¢) cannot reach, we define Sp as the
subset of S} that unreachable states are removed. Based on
the above settings, it is easy to see that {Xp(t);t > 0} is a
Markov chain in the state space Sp whose analysis will be
given in Section III.

B. Shared MLS

In this section, we describe a queueing model for shared
MLS. Jobs of type 1 and 2 arrive at the system according to
Poisson processes with rate A\; and Ao, respectively and we
do not distinguish the types of jobs. The arrival process of
arbitrary jobs (either type 1 or type 2) follow Poisson process
with rate A\; + Ag. It should be noted that the type of the
arriving job is not known and the type of the job is only
probabilistically determined once it enters the service. Jobs
are serviced on a first-come, first-served (FCFS) discipline.
Service times of jobs of type 1 are exponentially distributed
with rate 1, while those of type 2 are exponentially distributed
with rate py. Upon the service completion of a job, if there
exists a served job of the other type, both jobs are transferred
to the comparison unit in which an exponentially distributed
time with mean 1/ is further needed. In case the comparison
unit is not idle, the two jobs wait at the module and the module
is stopped. Otherwise, the module looks for a non-processed
job of the other type from the head of the buffer one by one.
In this process, jobs of the same type will be deleted until a
job of the other type is possibly found. Once two jobs of the
two types are transferred to the comparison unit, the module
pickups one job in the head of the buffer to process. This
process is repeated. The probability that a job in the buffer
is a type 1 job is A1) and the probability that it is
a type 2 job is /\1 A ) A schematic of the model is
shown in Figure 2.

)\1>\(

In order to analyze the above model, we set necessary
assumptions. We assume that the arrival intervals of various
jobs and the processing times of the module and compari-
son processes are independent of each other. The order of
services is assumed to be first-come, first-served. Next, we
define the necessary random variables for the analysis of this
model. We define Sgiqte1 := {0,1,2,3,4,5,6,7}, Sstatez :=
{071}7N0 = NU {0},3; = Sstatel X SstateQ X No. The
state of module processing in the system is N, (t) € Sstate1,
the state of comparison processing is Nea(t) € Sstatea, and
the number of jobs waiting in the buffer is L(t) € Ny. As
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Fig. 2. The queueing model for the shared MLS with two types of jobs.

for the status of the module process, 0 means free state, 1
means that only type 1 jobs have been processed, 2 means
that only type 1 job is in processing, 3 means that type 1 job
has been processed and type 2 job is in processing, 4 is that
only type 2 jobs have been processed, 5 means that only type
2 job is in processing, 6 means that the job of type 2 has
been processed and the job of type 1 is in processing, and 7
means that both two types of jobs have been processed and
waiting for comparison processing. As for the status of the
comparison process, 0 means free and 1 means in process.
Finally, we define Xg(t) := (L(t), Ny (t), Nea(t)). Since SE
includes states that Xg(¢) cannot reach, we define Sg as the
subset of S% that unreachable states are removed. It is easy
to see that {Xg(¢);t > 0} is a Markov chain on the state
space Sg. Based on the above settings, we analyze the model
in section III.

ITI. QUEUEING ANALYSIS

In this section, we define the infinitesimal generators for the
two models described in section II, and describe the analysis
of each model.

A. Parallel MLS

When we construct the transition matrix by separating the
change in the number of Type 1 jobs from the change in the
other states, we can represent the infinitesimal generator Q) p
(1), where O is a zero matrix of appropriate size.
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LY. LY LF (i > 2) are the sets given as follows.

£¥:={(0,0,0,0,0)} U---U {(0, K,0,0,0)} U {(0,1,0,1,0)}
U---U{(0,K,0,1,0)},

£F:={(1,0,0,0,0)} U {(1,0,1,0,0)} U---U {(1, K,1,0,0)} U {(1,1,0,1,0)}
U---U{(1,K,0,1,00} U{(1,1,0,0,1)} U--- U {(1, K,0,0,1)}
U{(1,1,1,1,00}U---U{(1,K,1,1,00} U{(1,2,0,1,1)}
U U{(1,K,0,1,1)},

£F :={(i,0,0,0,0)} U {(3,0,1,0,0)} U--- U {(i, K, 1,0,0)} U {(3,1,0,1,0)}
U---U{(i,K,0,1,00} U{(,1,0,0,1)} U--- U {(4, K,0,0,1)}
U{(,1,1,1,00} U---U{(i, K,1,1,0)} U{(4,1,1,0,1)} U - - -
u{ i, K,1,0, 1)} U{(,2,0,1,1)}U---

S U{(,K,1,1,1)}.

In £F, i corresponds to the number of type 1 jobs in the
system, the elements of LI are sorted in the increasing order
of Ny(t) and the last three components are sorted in an
appropriate order convenient for computation. Block matrix
B; (i > 0) represents the state transition when the number
of type 1 jobs does not change, the block matrix C; (i > 0)
represents the state transition when the number of type 1 jobs
increases by one, and the block matrix A; (¢ > 1) represents
the state transition when the number of type 1 jobs decreases
by one. For the elements of each matrix, please refer to the
appendix.

Next, we compute the stationary distribution of (1). Because
{Xp(t) € Sp|t > 0} defined in section II is a continuous-
time Markov chain, which can be seen as a quasi-birth-
death process [4]. We calculate the stationary distribution by
referring to the method shown in [4]. We define the stationary
distribution ﬂka’m,l of Xp(t) for (i,5,k,m,l) € Sp as
follows.

Tk = Jim P(N(t) =i, Na(t) = j, N (t) = k
ng(t) = m,Ncl(t) = l)
In addition, we define 7T as follows.
Wf:::@¢3xnnJhnmkmawecf~
7l that represents the stationary distribution when the

number of type 1 jobs in the system is fixed to <.

B. Shared MLS

When we construct the transition matrix by separating the
change in the number of jobs in buffer from the change in the
other states, we can represent the infinitesimal generator Q) g
(2), where O is a zero matrix of appropriate size.
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L5, L7 (i > 1) are the sets given as follows.

llf :={(0,0,0)}U---U{(0,6,0)} U{(0,0,1)}U---U{(0,7,1)},
£5={(1,2,0)} U {(3,3,0)} U{(2,5,0)} U {(.6,0)} U {(5,2, 1)} U {(i.3,1)}
U{(i,5,1)} U{(i,6,1)} U{(,7.1)}.

In £, i corresponds to the number of jobs in buffer. The
block matrix By, A; represents the state transition when the
number of jobs in buffer does not change, the block matrix
Co, Ay represents the state transition when the number of
jobs in buffer increases by one, the block matrix A4; (i > 2)
represents the state transition when the number of jobs in
buffer decreases by ¢ — 1, and the block matrix B; (i > 1)
represents the state transition when the number of jobs in
buffer decreases by . For the elements of each matrix, please
refer to the appendix.

Next, we compute the stationary distribution of (2). Because
{Xs(t) € S|t > 0} defined in section II is a continuous-
time Markov chain of GI/M/1 type, we calculate the stationary
distribution by referring to the method shown in [5]. We define
the stationary distribution WEL i of Xs(t) for (i,4,k) € Sg as
follows.

Tk = fm P(L(t) = i, Nin(t) = j, Nea(t) = k).
In addition, we define 7 as follows.
7T§9 = (ij,k)(uj,k)eﬁf'
ﬂ'is that represents the stationary distribution when the
number of jobs waiting in the buffer is fixed to i.

IV. PERFORMANCE MEASURES

The throughput of parallel MLS T can be defined as
follows.

Tp =7 €5y + Z T} €pa,
=2

where e is a column vector of size 5K 41 with all elements
in 2K +3 ~ 3K + 2 rows and 4K + 3 ~ 5K + 1 rows being
1 and the other elements being 0, and €%, is a column vector
of size 7K and with all elements in 2K 4 3 ~ 3K + 2 and
4K + 3 ~ 7K rows being 1 and the other elements being 0.
For elements in e}, epy,, 1 corresponds to the state that the
throughput is calculated.

The throughput of shared MLS Tg can be defined as
follows.

o0
S * S *
Ts =mgeg + E i €515
i=1

where €%, €5, are column vectors given by

e5o=(0,0,0,0,0,0,0,1,1,1,1,1,1,1)7,

egl = (07070701171717171)T~
For elements in €%, €%, 1 corresponds to the state that the
throughput is calculated.

V. NUMERICAL RESULTS

In this section, we present numerical results based on the
analysis presented in Sections II and III.

A. Parallel MLS

In the numerical results, we perform Monte Carlo simula-
tions in addition to the numerical calculations based on the
analysis results in section Il to have a double check. First,
we calculate Tp by varying the value of p with p; = po =
5.0, K = 50 while A\q is fixed to 0.9, 1.4, 1.9, 2.4 and )5 is
fixed to 1.0, 1.5, 2.0, 2.5. The results are shown in Fig. 3.
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Fig. 3. Throughputs of the parallel MLS by varying the value of p.

e The value of Tp increases as the arrival rates Ay = Ao
increase simultaneously.

e The value of Tp is almost insensitive to the value of p.

e The value of Tp is the same as the value of arrival rate
for type 1 jobs A;.

Next, we calculate Tp by varying the value of pu; = uo
with p = 7.0, K = 50 while \; is fixed to 0.9, 1.4, 1.9, 2.4
and Ao is fixed to 1.0, 1.5, 2.0, 2.5. The results are shown in
Fig. 4.
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Fig. 4. Throughputs of the parallel MLS by varying the value of u1 = pa.

o The value of Tp increases as the arrival rates A\; = Ao
increase simultaneously.

e The value of T is almost insensitive to the value of
H1 = H2.

e The value of T’p is the same as the value of arrival rate
for type 1 jobs \;.

In addition, we calculate Tp by varying the value of \;
with Ao = 2.5, 41 = po = 5.0, u = 7.0, K = 50. The results
are shown in Fig. 5.
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Fig. 5. Throughputs of the parallel MLS by varying the value of Ap.

In Fig. 5, the value of Tp increases linearly when the arrival
rate \; increases. This observation suggests that the value of
throughput is the same as the value of arrival rate for type 1
jobs A;1. This is because type 1 jobs are not lost.

Furthermore, we calculate Tp by varying the value of Ao
with Ay = 0.9, 47 = pe = 5.0, 0 = 7.0, K = 50. The results
are shown in Fig. 6.
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Fig. 6. Throughputs of the parallel MLS by varying the value of As.

In Fig. 6, the value of T» is almost insensitive to the value
of )\2.

These observations from Fig. 3 to Fig. 6 suggest that the
value of Tp increases as the value of \; increases.

B. Shared MLS

First, we calculate T's by varying the value of p with p; =
pe = 5.0 while A\q, Ay are fixed to 1.0, 1.5, 2.0, 2.5. The
results are shown in Fig. 7.
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Fig. 7. Throughputs of the shared MLS by varying the value of p.

e The value of Tg increases as the arrival rates A\{ = As
increase simultaneously.

o The value of T is almost insensitive to the value of p
with )\1 = )\2 = 1.0.

o The value of Ts increases as the value of i increases to
some extent when \i, Ao are fixed to 1.5, 2.0, 2.5.

o The value of T is almost insensitive to the value of u
from a certain value as Ay, Ao are fixed to 1.5, 2.0, 2.5.

e The value of Tg is at most % of the arrival rate Ay = \g
as the value of p is increased.

These observations suggest that the value of T is sensitive
to the value of 1 and Aq, A2 and is at most % of the arrival
rate A\; = Ao.

Next, we calculate T's by varying the value of u; = uo
with 4 = 7.0 while A1, Ao are fixed to 1.0, 1.5, 2.0, 2.5. The
results are shown in Fig. 8.
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Fig. 8. Throughputs of the shared MLS by varying the value of p11 = po.

o The value of T increases as the arrival rates Ay = Ag
increase simultaneously.

e The value of T increases as the value of pu; = pus
increases to some extent.

o The value of T is almost insensitive to the value of u
from a certain value.

o The value of T is at most % of the arrival rate Ay = Ao
as the value of p increases.

These observations suggest that the value of T is sensitive
to the value of p, o and Aj, Ao and is at most % of the arrival
rate A\{ = Ao.

In addition, we calculate T's by varying the value of \; = A\
while 1, puo are fixed to 5.0, 7.0, 9.0, 11.0 and p is fixed to
7.0, 9.0, 11.0, 13.0. The results are shown in Fig. 9.
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Fig. 9. Throughputs of the shared MLS by varying the value of A1 = A2.



e The value of Tg increases as the arrival rates Ay = Ao
simultaneously increase to some extent.

e The value of T is almost insensitive to the value of
A1, A from a certain value. Furthermore, before the
saturation, Ts is equal to 2/3 of A\; = Ay. The saturated
throughput depends on A, Ao, 1, pto, mu in a compli-
cated manner and increases as these parameters increase.

Furthermore, we calculate T's by varying the value of \;

with g1 = po = 9.0, 4 = 11.0 while A, are fixed to 1.0, 1.5,
2.0, 2.5. The results are shown in Fig. 10.
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Fig. 10. Throughputs of the shared MLS by varying the value of Ap.

e The value of Tg increases as the value of \; increases
and asymptotes to the value of .

e The value of Ts increases as the value of Ao increases.

C. Comparison of two types of processing methods

By comparing the numerical results of the parallel MLS’s
throughputs and the shared MLS’s throughputs, we obtain the
following observations.

« When each processing rate is sufficiently large, the paral-
lel MLS achieves higher performance than that of shared
MLS while the arrival rates are the same.

o When each processing rate is sufficiently large, the shared
MLS may achieve a better performance than a parallel
MLS if the arrival rate of one type of job can be increased.

Regarding the first observation, for example, when compar-
ing the case where the arrival rates are almost the same, the
value of T is 1.0 for Ay = Ay = 1.5 shown in Fig. 7, while
the value of Tp is 1.4 for Ay = 1.4, Ao = 1.5 shown in Fig. 3.
This means that using twice the number of modules results in
approximately 1.4 times the performance compared to that of
shared MLS. For example, if a multi-model multi-input MLS
is applied to image diagnosis in the medical field, it may be
difficult to change the arrival rate of the data, such as MRI
images. Therefore, when the arrival rate is the same, a parallel
MLS can achieve higher performance.

Regarding the second observation, for example, the value
of Ts is 1.0 for Ay = Ay = 1.5 shown in Fig. 7, while
the value of Tp is 1.4 for \y = 1.4,)2 = 1.5 shown
in Fig. 3. However, by increasing the arrival rate of the
shared MLS to A\ = Ay = 2.5, the value of Ts becomes
approximately 1.6, which is higher than the value of Tp = 1.4
for Ay = 1.4, A5 = 1.5. In another example, the value of Tg

is approximately 0.67 for \; = A = 1.0 shown in Fig. 10,
but by setting only \; to a value of 6.0 or higher in the shared
MLS, the value of T's becomes approximately 1.0, which is
higher than the value of Tp = 0.9 for Ay = 0.9, Ao = 1.0. This
means that, for example, if a multi-model multi-input MLS
is applied to image recognition of traffic signals and signs
in automated driving, the arrival rate of image data can be
increased by increasing the number and frequency of images
to be recognized by the camera installed in the automated
vehicle. This allows us to achieve higher performance even in
the case of a shared MLS that uses only one module.

VI. IMPLICATIONS TO MLS RELIABILITY

Regardless of the different architectures discussed above,
outputs from MLS are screened by comparing two prediction
results in the comparison unit. If the prediction results are
not consistent, either one of the predictions is wrong, and
hence the comparison unit does not produce the final output.
Therefore, the probability that MLS outputs error can be
decreased by adopting either the parallel MLS or the shared
MLS. While the parallel MLS can exploit the both diversities
of machine learning models and input data (which is referred
to as DMDI architecture in [3]), the shared MLS only benefits
from the input data diversity. Following the reliability model
for N-version machine learning system [3], the parallel MLS
is expected to be higher reliability than the shared MLS.
In contrast to the existing studies, we show the throughput
impacts of a multi-module multi-input MLS. Since the MLS
does not output any results as long as the prediction results
are agreed in the comparison unit, the higher throughput must
be encouraged for applications using the prediction results.

VII. CONCLUSION

In this paper, we proposed queueing models for a multi-
model multi-input MLS into two types of processing schemes;
the parallel MLS and the shared MLS. We defined the through-
put measure on the proposed models. The findings from our
numerical analysis and simulation as follows; i) When the
processing rate (i1, o and g are sufficiently large, the parallel
MLS achieves a higher throughput than the shared MLS if the
arrival rate A1, Ay cannot be changed. ii) The throughput of
the shared MLS improves by increasing the arrival rate Aj, As.

As a future work, we would like to model a multi-model
multi-input MLS with more modules and more types of data as
a queueing model and evaluate the performance of the system.
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APPENDIX

We describe each of the block matrices used in the in-
finitesimal generators (Qp and Qg defined in section III. In
the following, the element in the ith row from the top and
jth column from the left of a block matrix is called the (i, j)



element of that matrix. And for instance, the (4, j) element of
a block matrix A is denoted as (A); ;.

A. Parallel MLS

In this section, we describe each of the block matrices used
in the infinitesimal generator Q p. First, By is a (2K +1)-order
square matrix that represents the transition of states such as
the number of type 2 jobs or states of module and comparison
processing when there are no type 1 jobs in the system. Each
element (By); ; is defined as follows.

Ao i={2,. K, K+2,.,2K},j=i+1,
Ao i=1,j=K+2,

(Bo)ij=4p2 i={K+2,..,2K+1},j=1—K,
@, 0=

0 (otherwise),

where (I)?_’j = — (Zj?ﬁi By + /\1).

By is a (5K + 1)-order square matrix that represents the
transition of states when there is one job of type 1 in the
system. Each element (By); ; is defined as follows.

o del,j=itl,
Ao (i) = (1, K +3),(2,3K +3), (2K + 3,4K + 3),
pr  i={K 44, 2K+2)j=i+3K 1,

pe  i={3K+3,..4K+2},j=i- 3K,

po  i={AK +3,..,5K +1},j=i— 2K +1,
(Br)ij=14pa i=K+3,j=2K+3,

wo i={4,. . K+2},j=i+4K -1,

g i={3K +3,..AK +2},j =i - 2K,

o i=3,j=2K +3,

8, -]

0 (otherwise),

where &} ; = — (22K+1 A 2 B + )\1), and I; is

7j=1
the set defined as follows.

L ={3,. . K+1,K+3,..,2K+1,2K +4,...3K + 1,
3K +3,..,4K +1,4K +3,...,5K}.

B, is a 7K -order square matrix that represents the transition
of states when there are two or more jobs of type 1 in the
system. Each element (Bs); ; is defined as follows.

Xo i€lj=1i+1,
Ao (i,5) = (1, K +3),(2,3K + 3),

Ao (4,5) = (2K +3,5K +3),(4K + 3,6K +2),
e t={K+4,.,2K+2},j=i+5K —2,
o i={3K +3,..,4K +2},j =i — 3K,

uy  i={bK+3,.,6K+1},j=i—3K+1,
i={6K+2,..,TK},j=i—2K +2,

pe  i=K+3,j=4K +3,

w o =44, K+2},j=i+6K -2,

w1 ={3K+3,.5K+2},j=1i-2K,

pr i=3,5=4K +3,

o i=j,
0 (otherwise),
5K+1 .
where q)ij = — Ej:;r Agﬂ‘,j Zg;ﬁz B2,i,j + A1>, and 12 18

the set defined as follows.
L={3,..K+1,K+3,..,2K+1,2K +4,...3K + 1,
3K +3,.,4K + 1,4K +4,...,5K + 1,5K + 3, ..., 6K,
6K +2,..,TK —1}.

Cp is a matrix of size (2K + 1) x (5K + 1) that represents
the transition of the number of jobs of type 1 from O to 1.
Each element (Cj); ; is defined as follows.

Aoi={1, . K+1}j=i+1,
(Co)ij =3 A i={K+2,...2K+1},j=i+2K +1,

0  (otherwise).

C is a matrix of size (5K + 1) x (7K) that represents the
transition of the number of jobs of type 1 from 1 to 2. Each
element (C1); ; is defined as follows.

A i={1,..,2K +2,3K +3,...,4K +2},j =i,
AN i={2K+3,.,3K +2},j =i+2K,
A oi={4K+2,.. 5K +1},j=1i+2K -1,

0 (otherwise).

(C1)ij =

Cs is a 7K -order square matrix that represents the transition
of the number of in-system jobs of type 1 from i to i+ 1 (¢ >
2), defined as

CQ == diag()q, ceey )\1)

A is a matrix of size (5K +1) x (2K + 1) that represents
the transition of the number of jobs of type 1 from 1 to 0.
Each element (A;), ; is defined as follows.

poi={2K +3,..,3K +2),j—i— 2K — 2,
(A1)ij=qpn i={4K+3,..,.5K+1},j=i—3K — 1,
0 (otherwise).
Ay is a matrix of size (7K) x (5K + 1) that represents the

transition of the number of jobs of type 1 from 2 to 1. Each
element (Asz); ; is defined as follows.



poi={2K+5,..,3K +2},j=i+2K —2,
poi={4K +3,.. 5K +2},j=i— 4K — 1,
(M), = L 1= DK 3, 6K 1) = i — 4K,
IV p i={6K+2 . TK},j=i—3K +1,
po (i) = (2K +3,1), (2K +4,2K + 3),
0 (otherwise).

As is a 7K -order square matrix that represents the transition
of the number of Type 1 jobs from i to ¢ — 1 (¢ > 3). Each
element (Ajs); ; is defined as follows.

p i={2K+5,..,3K+2},j =i+ 4K -3,
i={4K+3,. 5K +2},j =i—4K — 1,
poi={5K+3,.,6K+1},j=i-4K,

=

Ag)is =

(As)is poi={6K+2 . 7K} j=1i—3K+1,
po (i,j) = (2K +3,1), (2K + 4,4K +3),
0 (otherwise).

B. Shared MLS

In this section we describe each of the block matrices used
in the infinitesimal generator (g. First, Ag is a 9th-order
square matrix that represents the transition of the number of
jobs in the buffer from i to ¢ + 1 (¢ > 1), defined as follows

A = diag()\l 4+ Aoy ey AL+ )\2).

By is a 15th-order square matrix that represents the transi-
tion of states when the number of jobs in the buffer is zero.
Each element (By); ; is defined as follows.

(Bo)1,3 = (Bo)s,7 = (Bo)s,10 = (Bo)12,14 = A1,
(Bo)1,6 = (Bo)2,4 = (Bo)s,13 = (Bo)o,11 = A2,
(Bo)s,2 = (Bo)7,s = (Bo)io,0 = (Bo)1a,15 = j1,
(Bo)as = (Bo)s,s = (Bo)11,15 = (Bo)13,12 = He,
(Bo)s,1 = (Bo)o,2 = -+ = (Bo)15,8 = [i-

Denoting I := {1,2,...,15}, J := {1,2,...,9},i € I, we
define the diagonal components of B as follows.

Y (Bo)ig+ Y (Co)i

jeIN{i} jeJ

The other elements of (By); ; are all 0.

(Bo)iyi = —

Cp is a matrix of size 15 x 9 that represents the transition
of the number of jobs in the buffer from O to 1. Each element
(Co)i,; is defined as follows.

(Co)3,1 = (Co)az2 = (Co)s,3 = (Co)7,a = (Co)10,5 = (Co)11,6

= (Co)13,7 = (Co)1a,8 = (Co)15,0 = A1 + Aa.

The other elements of (Co)m‘ are all 0.

By (k > 1) is a matrix of size 9 x 15 that represents the
transition of the number of jobs in the buffer from k£ to 0.
Each element (By); ; is defined as follows.

(Bi)1,2 = (Bi)s,o = i (M)",
(Bi)1,4a = (Bi)sa1 = 1 (M)A,
(Bk)a,7 = (Bk)7,10 = pa( ~2)k_1)\~17
(Bk)S’S = (Bk)7,12 = pa( ~2)k

Also, we define the following elements (B;); ;.

(B1)ai0 = A1, (Bi)aas = fride,
(B1)2,10 = p2A1, (B1)2,13 = paX2,
(B1)g,3 = pA1, (B1)os = pAe.

The other elements of (By); ; (k > 1) are all 0.

A is a 9th-order square matrix that represents the transition
of other states when the number of jobs in the buffer is greater
than or equal to 1. Each element (A;); ; is defined as follows.

(A1)s,0 = p1, (A1) = 2,
(Al)s,l = (A1)6,2 = (A1)7,3 = (A1)8,4 = M.

Denoting I := {1,2,...,9}, J := {1,2,...,15},i € I, we
define the diagonal components of A; as follows.

(A1)ii = — Z(Bl)i,j + Z (A1)ij + Z(Ao)i,j

i€ JEI\{i} jel
The other elements of (A;); ; are all 0.

Ap (k > 2) is a 9th-order square matrix that represents the
transition of the number of jobs in the buffer decreasing by
k — 1. Each element (Ay); ; is defined as follows.

Also, we define the following elements (Asz); ;.

(A2)as = i, (Ag)ar = pida, (A2)as = a1,
(A2)a7 = para, (A2)o1 = pA1, (A2)g3 = pAo.

The other elements of (Ay); ; (k > 2) are all 0.
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